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Voyager 1 & 2

Å Voyager 1 & 2: Jupiter and Saturn flybys [13]

Å Voyager 2: Uranus and first flyby of Neptune

Discovery of: 
Å 22 new satellites at the four outer planets
Å Jupiter's rings, new information on rings of 

Saturn, Uranus and Neptune
Å Magnetic fields of Uranus and Neptune
Å Volcanism on Io, άƎŜȅǎŜǊǎέ ƻƴ Triton
Å Auroralzones on Jupiter, Saturn & Neptune
Å Heliopauseboundary

Informed next generation of missions

All in about 5 Tb of data![5]
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Yearly Data Return Comparison

1977 deep space
Voyager 1 & 2 = 0.14 Tb/year (5Tb total) [5]

Planned 2022 deep space
Europa Mission = 0.86 Tb/year (2.6 Tb total)

2008 Mars MSL Curiosity = 
24.38 Tb/year (102 Tb total)

Planned 2021 Earth
NISAR = 9308 Tb/year 
(27923 Tb total)
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What Drives Data Return?

ÅTwo primary technologies throttle bandwidth
ïTelecommunications
ïOn-board memory

ÅExplored how mission capabilities have evolved 
over time
ïVolume of raw data returned by 17 missions
ÅTelecommunication system capabilities
ÅOn-board memory capacity

ïGround system capability
ÅAvailability of ground stations
ÅSystem efficiency by reducing losses, increasing gain
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Galileo: Forced Improvement

ÅGalileo was important scientifically and for 
the engineering improvements it provided

Å High gain antenna deployment failure led 
to reliance on low bandwidth 
command/telemetry link

Å Caused a 100x improvement in data rates[1]

ïOriginal data rate at Jupiter: 10 bps
ï Improved compression schemes and 

encoding brought data rate to 100bps
ïGround (DSN) arraying and improvements 

brought rate to 1000 bps

Å Lessons learned have been used on all 
subsequent missions
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Mars Missions

ÅDistinct from other deep 
space missions

ÅSignificant infrastructure 
for data return
ïRelay orbiters send data 

faster, for longer durations
ïReduces rover complexity 

UHF

X-band
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Earth Missions

Å Earth orbiters have numerous advantages compared to deep space 
missions
ïTelecommunications space loss is ~100dB less at Earth or better
ïGreater availability of downlink opportunities (through the NEN and 

other sites)
ïLess latency of data means less storage duration therefore data can be 

collected more frequently

Å This allows Earth missions to meet signficiantrequirements: high-
resolution, long-time series, global coverage
ïMissions can downlink each orbit: EOS-Aqua produces about              

0.7 Tb/day[28]

ïaƛǎǎƛƻƴǎ Ŏŀƴ ōŜƘŀǾŜ ŀǎ άƻǇŜǊŀǘƛƻƴŀƭέ ŀƭƭƻǿƛƴƎ ǊŜŀƭ-time target 
observation: Landsat-8[27]

ïMissions can dynamically map the Earth with long time series: NISAR 
provides global coverage every 12 days for 3 years
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How NISAR Supports Large SAR Data Production

Å NASA-ISRO Synthetic Aperture Radar produces 26 
Tb of data per day to study 

1. Ice dynamics: ice sheets, glaciers, and sea level
2. Ecosystems and biomass changes
3. Solid Earth deformation including hazard response 

i.e. volcanoes or earthquakes
4. Coastal processes in India

Å Requires multi-gigabit per second data rates
ï Development of new Ka-band modulator

Å 3.45 Gbps
Å High efficiency LDPC encoding

ï High capacity, simultaneous gigabit per second SSR I/O
Å 12 Tb flash. Completely filled & drained >2 times a day
Å 12 Gbps I/O capability

Å Downlink approximately 17 times per day, about 
1.8Tb per orbit

Å Ground data products balloon to 95 TB per day
ï Over 100 PB for the 3 year mission
ï Using commercially available storage systems, cloud-

based storage and access for scientists
ï Tens of gigabit per second data transfers are possible

SSR

JPL L-band SAR

Gimbal / Antenna
Ka-band 
Telecom

ISRO S-band SAR

JPL Ka-band: 3.45 Gbps

Data Rates < 4 Gbps

Data Rates < 5.2 Gbps

NEN

SDSCommercial 
storage ~100 PB

Scientists
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General Trends on the Studied Missions

Å Telecommunications
ï Most missions have used X-band since Voyager[4,10,15,24,28]

ÅCassini, Mars Odyssey, MRO, Dawn, Landsat 8, etc.

ï Ka-band systems are up-and-coming
Å LRO, Europa Mission, NISAR

ï Data rates are increasing[6,9,11,22,26]

ÅDeep space usually in the hundreds of kbps. Starting to reach Mbps
ÅMars and Earth missions in Mbps. Earth starting to reach Gbps 

Å Memory
ï Tape drives were used on early missions but have been phased out[12]

ÅCould provide large capacity but required mechanisms added failure modes

ï{ƛƴŎŜ ŜŀǊƭȅ мффлΩǎ ǎƻƭƛŘ ǎǘŀǘŜ w!a ǘŜŎƘƴƻƭƻƎȅ Ƙŀǎ ōŜŜƴ ǇǊƛƳŀǊȅ ƳŜƳƻǊȅ 
technology[11,23,24]

Å Improvements to density, reliability and radiation tolerance

ï Increased flash memory utilization is likely[7,23]

Å Increased capacity and lower power needs
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Ground System Evolution

ÅThe DSN and NEN both evolved from networks established 
in 1958 and developed from a need to communicate to the 
probe and human missions

ÅBoth now have multiple permanent sites around the world 
ÅS and X-band are ubiquitous. Ka-band is in development for 

multiple sites

DSN ςCanberra
NEN Sites

10


